
Problem Set 8 Math 385, Spring 2024

0. (This “problem zero” was mistakenly omitted from the original version of this problem set,
so the deadline to submit your responses for it will not be until Monday, April 22) Read
Chapters IV-VI of the book Gödel’s Proof. You should write a response (300-500 words) on
the Moodle forum as before. Some questions you might consider in your response are:

• What do you think of the “Successful Absolute Proof of Consistency”?

• What about the Richard Paradox? Is the explanation in the book convincing?

• Given how careful we have been to distinguish between our language (the meta-mathematical
language in this book’s terminology) and the formal language of our the mathematicians
we are studying, what does it mean to prove that a system of logic is consistent within
that system?

As before these are only guidelines - please write about whatever you find interesting or
notable, whether or not that answers these questions.

You should find that much of the formal logic in this book is familiar though often with
slightly different notation or terminology. Make sure you can connect what you read with
what we have done in class. The logic discussed in chapter IV and V is “sentential logic”
which is essentially the same as what we have been doing but without constants, variables
or quantifiers. Instead we have “propositional variables” which play the role of statements
that can be true or false, but have no further meaning. (This is similar to our treatment of
propositional consequences.)

1. Denote by N the list of axioms for number theory on page 68 our our textbook. Denote by
H the Henkin structure of N (as defined in class). Refamiliarize yourself with the notation
in that section if necessary, especially the “canonical term” n. You may freely use anything
proved in that section, e.g. Lemma 2.8.4, without proving it again.

(a) Prove that for every variable-free term t in LNT , there exists a canonical term n such
that N ⊢ t = n.

(b) Prove that the universe of H may be identified with the set N of natural numbers.

(c) Prove that for any sentence σ, N ⊨ σ if and only if N ⊢ σ H ⊨ σ (there was an
unfortunate typo here originally!). Here N denotes the standard structure on LNT .
So the Henkin construction faithfully captures the “usual” semantics of number theory
(remember that this is by no means guaranteed!).

Hint In part (a), use induction on term structure. Part (b) will follow quickly, once
you check that all canonical terms give distinct equivalence classes. In part (c), use
induction on complexity of the sentence.

2. (Generalization of constants) Prove the following facts, which we will make use of to (but not
prove) in class.

(a) Suppose that (ϕ1, ϕ2, · · · , ϕn) is a deduction in a first-order language L from a set Σ of
sentences. Suppose that c is a constant symbol that does appear anywhere in Σ, and
that u is a variable that does not appear anywhere in the deduction. Prove that

((ϕ1)
c
u, (ϕ2)

c
u, · · · , (ϕn)cu)
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is also a valid deduction from the same set Σ. Note that we officially only defined the
notation ϕxt for substitution of variables x, but we can define it exactly the same way
for constants; simply regard every occurence of c as “free.”

Hint Induct on n. Consider three cases: the last formula could belong to Σ, it
could be an axiom, or it could result from a rule of inference.

(b) Deduce from (a) that if Σ ⊢ ϕ, and c is a constant that does not occur anywhere in Σ,
then there exists a variable u (that does not occur anywhere in ϕ) such that Σ ⊢ ∀u(ϕcu).
Furthermore, there is a deduction of this sentence from Σ in which c does not appear
anywhere. (This fact is usually called “generalization of constants.”)

(c) Suppose that c is a constant symbol that does not occur anywhere in Σ nor, in formulas
ϕ, ψ. Assume also that Σ, ϕuc ⊢ ψ for some variable u. You may also assume that
ψ is a sentence, and that u is the only variable that occurs free in ϕ (this
assumption added W 4/17). Prove that

Σ,∃u(ϕ) ⊢ ψ.

The traditional terminology for this fact is the “existential instantiaion” rule, or “rule
EI.”

Hint Some of the facts above are mentioned in the book’s proof of Completeness. It
is fine to follow the proof as it is written in the book in those cases, but be sure to
carefully specify any details left out in the book’s exposition.

3. Suppose that Σ1,Σ2 are two sets of sentences such that no structure is a model for both Σ1

and Σ2. Prove that there exists a sentence ϕ such that A ⊨ ϕ for any model A of Σ1, and
A ⊨ ¬ϕ for any model A of Σ2. You may assume the completeness and compactness theorems
in your proof (the compactness theorem will be stated in class soon, or you can look it up in
the book).
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